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Abstract：In this paper, Adaboost algorithm is applied in credit ratings firstly, and empirical analysis shows that Adaboost algorithm on the basis of 18 indexes selected as regression variables fits the credit rates of 39 listed iron and steel companies of China very well. The discrimination errors are 2.56% after 10 iterations, given iterations added then its errors could reach zero and output classification results stably. In additions, the index importance outputs used from two aspects can reselect and refine the nine key indexes among the eighteen indexes. After using Adaboost algorithm to test again, we can find that the nine indexes reduced do not cut down the classification information of the models and the rating corrections do not slide down either.
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Ⅰ.Introduction
Most of regression models, which reflect realistic economy and society events, are relate to feature selection, and then credit rating involves them. The essence of credit ratings is to provide a risky symbol to investors, discovering and delivering some information of credit risks. Therefore, credit rating describes credit risk by credit symbols, which could be considered as a kind of classifications, and that is a kind of qualitative regressions. 
From feature selection on qualitative regression, we can find qualitative regression is bound up with feature selection and good or bad of selection will influents correction and effects directly. However modern feature selection methods are divided as three classes: Filter, Wrapper, Embedded[1].
Filter is a kind of general feature selection method, and it uses some scores on indexes importance to accomplish data preprocessing. Before Filter is used to model, a score statistic should be built then ranked to all indexes. At last, some unimportant indexes will be cancelled under standard predetermined. Some common Filter includes Pearson correlation coefficient, T-test, chi-square test and Information gain method[2,3,4,5,6]etc.
Unlike to Filter, Wrapper often mixes classification model together, evaluates good or bad of index set selected through forecast accuracy. Firstly,what kind of classification models should be determined when we use Wrapper. Some common classification models include Support Vector Machine (SVM), Decision Tree, Naïve Bayes, Discrimination Analysis, Logistic Regression, BP Neural Network and Nearest etc[7,8,9,10,11];Secondly, a rational search regular need to device as an input or output machine. Currently these search machine involve Branch and Bound, Simulated Annealing, Best First Algorithm, The Greedy Search Strategies and Adaptive Forward-backward greedy algorithm etc [12,13,14,15].

Wrapper process builds on the basis of classification model, and reaches destination by some search strategy, which evaluates all the index sets of model including by reaching the highest classification accuracy. While the classification model resembles an black box, which inputs an index set from its front and outputs classification accuracy from its back then the highest accuracy index set is the best one.
Embedded combines model construct and feature selection organically, alternating them in the computing process, which is reached through a common object function. Some typical Wrappers include Lasso model [16], Adaptive Lasso[17], Bridge Lasso[18], Elastic net Lasso[19], SCAD Lasso[20]etc. Their common forms can show mathematic model below:
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Among the formulation, 
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 is a penalty function.

In this paper, Adaboost algorithm combines regression classification with index selection, and reaches the key indexes selection on the basis of forecast accuracy. The process will be divided three steps, first classification then index selection last classification again. Therefore, Adaboost algorithm can be considered a kind of Wrapper methods.
About the application of Adaboost algorithm, we search 50 relevant English papers mainly focus on face distinguish, biological classification and medical statistic classification meanwhile 37 relevant Chinese papers which mostly concentrate on face distinguish exception for one about credit scores [21]. In general, we find nothing to apply the algorithm in multi-class credit rating models.  
There are many credit risk factors reflecting iron and steel sector, and we need not only build classification models through these factors but also refine these among many factors then effectively select the key indexes we wanted. In the paper, we will use the Adaboost algorithm to class for credit rates of iron and steel sector, and then we will also use the stability of iterations to realize feature reselection.

We first introduce the principal of Adaboost algorithm below.

Ⅱ.AdaBoost algorithm theory[22,23]
Freund(1997) first proposed Adaboost algorithm, and pointed out the application strategy on two and multi class problems. Schapire(1999) etc. given the classifier trained confidence and provided a standard to evaluate all kinds of algorithms, boosting the algorithm classification accuracy greatly. 

The key idea of Boosting algorithm is to transfer a weak classifier to a strong one by integration and train. Adaboost algorithm is a kind of Boosting algorithms, which is an adaptive Boosting one. Adaboost algorithm can adjust weight distribution of the training samples adaptively, and consistently select the best weak classifier of sample weight distribution, to integrate all weak classifier and vote by an certain weight to form a strong classifier. Multi class methods of Adaboost algorithm mainly include AdaBoost.M1, AdaBoost.M2 and AdaBoost.MH. Adaboost.M1 is the most directive methods among them. We take AdaBoost.M1 for example and introduce its train process in details below.
1） Given train sample set 
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weak classifier space H, 
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, X is a sample space, 
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 is a class label set. Initiating sample probability distribution 
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2) For t=1,2,…,T, T is the feature numbers needed.

①To every weak classifier h of H, we can do below:
a) Dividing sample space X, we can get 
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b) Under the training sample probability distribution
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c) Setting the outputs of weak classifier in the 

divisions 
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   d) Calculating normalization factor: 
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②Selecting 
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 out of weak classifier space and subjecting to minimize 
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③Calculating rate of misclassification 
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④Calculating 
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   ⑤Refreshing weight of sample:
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3) Combined classifier
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Ⅲ.Empirical Analysis
A. Data resource and feature selection 
    In this paper, 39 samples listed iron and steel companies bond issued are drawn from Wind Information Corporation, and there are 18 second indexes from four aspects as enterprise scale, operation and management, profitability and debt paying ability to use as variables of credit rating models. Then, enterprise scale includes the two indexes: total assets and gross operating income; operating management of enterprise includes eight indexes: market share, elasticity coefficient of income price, elasticity coefficient of cost price, capitalized liability ratio, total debt to EBITDA, long term asset ratio, accounts receivable turnover and inventory turnover ratio; profitability of enterprise includes three indexes: total profit, ROE and EBITDA profit ratio; debt paying ability of enterprise includes five indexes: asset-liability ratio, liquidity ratio, quick ratio, operational cash flow net to interest-bearing debt and EBIT to interest fees. Because the data is so big that it is not listed completely in this paper, we only list 39 bond issuers and the newest bond issuers’ credit rating in 2011 below Table 1.
Table1 39 iron and steel industries and their rates in 2011
	Number
	Issuer name
	The newest credit rates of bond issuer
	Rating agencies
	The newest rating date

	1
	Angang Steel Company Limited
	AAA
	China Cheng Xin International Credit Rating Corporation  Limited(CCXI)
	2011-9-30

	2
	Anshan Iron and Steel Group Co.
	AAA
	CCXI
	2011-10-18

	3
	Anyang Iron & Steel Co., Ltd.
	AA
	China Cheng Xin Rating of Security Co., Ltd.(CCXR)
	2011-7-18

	4
	Baosteel Group Xinjiang Bayi Iron & Steel Co., Ltd.
	AA
	CCXI
	2011-8-1

	5
	Baosteel Metal Co., Ltd.
	AA+
	Shanghai Brilliance Credit Rating & Investors Service Co., Ltd.
	2011-11-11

	6
	Baosteel Co., Ltd.
	AAA
	CCXI
	2011-10-14

	7
	Benxi Steel Group Co., Ltd.
	AA
	China Lianhe Credit Rating Co., Ltd.
	2011-5-16

	8
	Benxi Steel Group Co., Ltd.
	AA+
	CCXI
	2010-12-2

	9
	Dongbei Special Steel Group Co., Ltd.
	AA-
	China Lianhe Credit Rating Co., Ltd.
	2010-12-29

	10
	Sansteel MinGuang CO., LTD.
	AA
	CCXR
	2011-5-13

	11
	Hangzhou Iron & Steel Co., Ltd.
	AA
	Shanghai Brilliance Credit Rating & Investors Service Co., Ltd.
	2011-8-22

	12
	Hebei Iron & Steel Co., Ltd.
	AAA
	CCXR
	2011-6-30

	13
	Valin Steel Group Co., Ltd.
	AA+
	Dagong Global Credit Rating Co., Ltd.
	2011-6-30

	14
	Jiangsu Shagang Group Co., Ltd.
	AA+
	CCXI
	2011-9-6

	15
	Jiangyin Xingcheng Special Steel Co., Ltd.
	AA
	China Lianhe Credit Rating Co., Ltd.
	2011-3-14

	16
	Jiuquan Steel Group Co., Ltd.
	AA
	China Lianhe Credit Rating Co., Ltd.
	2011-2-22

	17
	Kun Steel Group Co., Ltd.
	AA
	CCXI
	2011-6-30

	18
	Kun Steel Holding Co., Ltd.
	AA+
	CCXI
	2011-7-7

	19
	Laigang Co., Ltd.
	AA
	Shanghai Brilliance Credit Rating & Investors Service Co., Ltd.
	2011-4-7

	20
	Lingyuan Iron & Steel Co., Ltd.
	AA
	CCXR
	2011-6-8

	21
	Liuzhou Iron & Steel Co., Ltd.
	AA
	China Lianhe Credit Rating Co., Ltd.
	2011-5-30

	22
	Ma Steel Co., Ltd.
	AA+
	CCXI
	2011-11-14

	23
	Nanjing Iron & Steel Co., Ltd.
	AA
	Shanghai Brilliance Credit Rating & Investors Service Co.
	2011-3-17

	24
	Nanjing Iron & Steel Union Co., Ltd.
	AA-
	Shanghai Brilliance Credit Rating & Investors Service Co.
	2011-6-9

	25
	Inner Mongolia Baogang Uinion Co., Ltd.
	AA
	China Lianhe Credit Rating Co.
	2011-1-31

	26
	Panggang Group Co., Ltd.
	AA
	China Lianhe Credit Rating Co.
	2010-9-14

	27
	Shandong Iron & Steel Group Co., Ltd.
	AAA
	CCXI
	2011-10-24

	28
	Shanxi Taigang Stainless Co., Ltd.
	AAA
	Dagong Global Credit Rating Co., Ltd.
	2011-10-19

	29
	Taiyuan Iron & Steel Group Co., Ltd.
	AAA
	China Lianhe Credit Rating Co.
	2011-7-18

	30
	Guofeng Iron and Steel Co., Ltd.
	AA
	China Lianhe Credit Rating Co.
	2011-3-24

	31
	Tianjin Pipe Group Co., Ltd.
	AA
	Dagong Global Credit Rating Co., Ltd.
	2011-3-23

	32
	Wuhan Iron and Steel Group Co.
	AAA
	CCXI
	2011-10-17

	33
	Wuhan Iron and Steel Co., Ltd.
	AAA
	China Lianhe Credit Rating Co.
	2011-7-26

	34
	Wuyang Iron & Steel Co., Ltd.
	AA-
	China Lianhe Credit Rating Co.
	2010-12-30

	35
	西宁特殊钢股份有限公司
	AA
	China Lianhe Credit Rating Co.
	2011-4-22

	36
	新疆八一钢铁股份有限公司
	AA
	CCXR
	2011-7-7

	37
	新兴际华集团有限公司
	AAA
	China Lianhe Credit Rating Co.
	2010-11-30

	38
	新兴铸管股份有限公司
	AA+
	China Lianhe Credit Rating Co.
	2011-3-1

	39
	重庆钢铁股份有限公司
	AA
	CCXR
	2011-6-30


Data resource: Wind Information Co.
B. AdaBoost classification results
We use results which are rated by rating corporations as dependent variable and 18 indexes as variable, to build model through adaboost.M1 of R software. And then we can get the ratings of iron and steel sector, which are affected by iteration numbers. Hence, we respectively select five different iterations results to test the stability of Adaboost algorithm classification results. By comparisons, when the iterations exceed 50, the results of classification will become very stable. The credit rates of different iterations show in Table2. 
Table 2 Classification results through 18 indexes based on Adaboost algorithm

	Origin rate
	10 iterations
	50 iterations
	100 iterations
	500iterations
	1000 iterations

	AAA
	AAA
	AAA
	AAA
	AAA
	AAA

	AAA
	AAA
	AAA
	AAA
	AAA
	AAA

	AA
	AA
	AA
	AA
	AA
	AA

	AA
	AA
	AA
	AA
	AA
	AA

	AA+
	AA*
	AA+
	AA+
	AA+
	AA+

	AAA
	AAA
	AAA
	AAA
	AAA
	AAA

	AA
	AA
	AA
	AA
	AA
	AA

	AA+
	AA+
	AA+
	AA+
	AA+
	AA+

	AA-
	AA-
	AA-
	AA-
	AA-
	AA-

	AA
	AA
	AA
	AA
	AA
	AA

	AA
	AA
	AA
	AA
	AA
	AA

	AAA
	AAA
	AAA
	AAA
	AAA
	AAA

	AA+
	AA+
	AA+
	AA+
	AA+
	AA+

	AA+
	AA+
	AA+
	AA+
	AA+
	AA+

	AA
	AA
	AA
	AA
	AA
	AA

	AA
	AA
	AA
	AA
	AA
	AA

	AA
	AA
	AA
	AA
	AA
	AA

	AA+
	AA+
	AA+
	AA+
	AA+
	AA+

	AA
	AA
	AA
	AA
	AA
	AA

	AA
	AA
	AA
	AA
	AA
	AA

	AA
	AA
	AA
	AA
	AA
	AA

	AA+
	AA+
	AA+
	AA+
	AA+
	AA+

	AA
	AA
	AA
	AA
	AA
	AA

	AA-
	AA-
	AA-
	AA-
	AA-
	AA-

	AA
	AA
	AA
	AA
	AA
	AA

	AA
	AA
	AA
	AA
	AA
	AA

	AAA
	AAA
	AAA
	AAA
	AAA
	AAA

	AAA
	AAA
	AAA
	AAA
	AAA
	AAA

	AAA
	AAA
	AAA
	AAA
	AAA
	AAA

	AA
	AA
	AA
	AA
	AA
	AA

	AA
	AA
	AA
	AA
	AA
	AA

	AAA
	AAA
	AAA
	AAA
	AAA
	AAA

	AAA
	AAA
	AAA
	AAA
	AAA
	AAA

	AA-
	AA-
	AA-
	AA-
	AA-
	AA-

	AA
	AA
	AA
	AA
	AA
	AA

	AA
	AA
	AA
	AA
	AA
	AA

	AAA
	AAA
	AAA
	AAA
	AAA
	AAA

	AA+
	AA+
	AA+
	AA+
	AA+
	AA+

	AA
	AA
	AA
	AA
	AA
	AA


 Note: star shows misclassification
From the classifications, when Adaboost algorithm iterations exceed 10, the number of misclassification is one with 2.56% rate of misclassification, while these exceed 50 with zero rate of misclassification, in additions ，the classification results are very stable iterations added.
C. Feature reselection
Adaboost algorithm classification outputs will still produce 18 indexes’ importance to affect ultimate classification results in R software, and the kind of importance will change with the difference of iteration numbers (Table 3). In order to select indexes, we should consider both importance of indexes and stability of the importance, and that is the importance of indexes will not become divergence with iterations added. Considered, we firstly cancel indexes with importance less than 3, which include market share, long term asset ratio, EBITDA profit ratio, asset-liability ratio, liquidity ratio, quick ratio, operational cash flow net to interest-bearing debt, EBIT to interest fee. However, asset-liability ratio, liquidity ratio, quick ratio, operational cash flow net to interest-bearing debt and EBIT to interest fee can reflect ability of debt paying, which is a very important factor of credit risk, so these indexes can not be cancelled all and should be leave one at least. Considering the stability of importance, we find only EBIT to interest fee shows the strongest convergence and EBIT to interest fee is also the basis of operational cash flow net to interest-bearing debt from finance analysis aspect. Then, we select EBIT to interest fee left. To the other 10 indexes, we calculate these indexes coefficient of variation from 2007 to 2010 from influence and stability of indexes (Table 4). By comparison, the importance both accounts receivable turnover and ROE are slow relatively while the coefficient of variation of accounts receivable turnover is higher than ROE. Therefore, we need consider cancel ROE. Meanwhile, asset total and gross operating income both are high correlation (Figure 1), then we keep gross operating income. At last, we get 9 indexed left: gross operating income, elasticity coefficient of income price, elasticity coefficient of cost price, capitalized debt ratio, total debt to EBITDA, accounts receivable turnover, inventory turnover ratio, profit and EBIT to interest fee. 
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Figure1 Relation figure between total assets and gross operating income 
	Index name 
	10 iterations 
	50 iterations
	100 iterations
	500 iterations
	1000 iterations

	Asset total
	11.904762
	11.3537118
	13.1578947
	12.8892734
	12.4621376

	Gross operating income
	14.285714
	20.0873362
	18.8596491
	18.8148789
	18.9528343

	Market share
	0.000000
	0.0000000
	0.0000000
	0.0000000
	0.0000000

	Elasticity coefficient of income price
	9.523810
	16.1572052
	15.1315789
	15.1816609
	15.2964085

	Elasticity coefficient of cost price
	7.142857
	4.3668122
	3.7280702
	3.6764706
	3.7429684

	Capitalized debt ratio
	9.523810
	10.9170306
	8.7719298
	9.9480969
	10.3418434

	Total debt to EBITDA
	2.380952
	5.6768559
	5.4824561
	3.5034602
	3.8944180

	Long term asset ratio
	7.142857
	2.6200873
	3.7280702
	4.5847751
	4.1107746

	Accounts receivable turnover
	2.380952
	3.4934498
	4.6052632
	4.7577855
	4.7382086

	Inventory turnover ratio
	4.761905
	5.6768559
	5.2631579
	5.1903114
	4.8896582

	Gross profit
	9.523810
	4.8034934
	4.8245614
	5.2768166
	5.0194721

	ROE
	4.761905
	3.930131
	5.9210526
	4.9307958
	5.4089139

	EBITDA profit ratio
	2.380952
	2.6200873
	0.4385965
	1.7301038
	1.3197750

	Asset-liability ratio
	4.761905
	2.6200873
	2.6315789
	1.6868512
	1.6226742

	Liquidity ratio
	2.380952
	1.3100437
	0.2192982
	0.4757785
	0.6707053

	Quick ratio
	4.761905
	0.8733624
	2.6315789
	2.2058824
	2.2501082

	Net cash flow to interest-bearing debt
	2.380952
	2.1834061
	2.6315789
	3.2439446
	3.2020770

	EBIT to interest fee
	0.000000
	1.3100437
	1.9736842
	1.9031142
	2.0770229


 Table 3 Volatility on importance of indexes

Table 4 Coefficient of variation of 10 indexes

	Index
	2007
	2008
	2009
	2010

	
	
	
	
	

	Asset total
	0.84
	0.83
	0.79
	0.79

	Gross operating income
	0.87
	0.78
	0.78
	0.81

	Elasticity coefficient of income price
	0.54
	1.65
	1.84
	0.39

	Elasticity coefficient of cost price
	0.61
	1.76
	2.57
	0.45

	Capitalized debt ratio
	0.28
	0.22
	0.22
	0.22

	Total debt to EBITDA
	0.52
	0.36
	0.57
	0.51

	Accounts receivable turnover
	3.89
	5.97
	6.65
	4.54

	Inventory turnover ratio
	0.53
	0.32
	0.37
	0.36

	ROE
	0.67
	1.12
	1.77
	0.79

	Gross profit
	1.29
	1.56
	2.13
	2.04


We use the 9 key indexes selected to apply Adaboost algorithm to reclassify again, and get the classification results under different iterations (Table 5). From table 5, we can see the error number is one with 2.56% discrimination rate when iterations are 10. And when iterations are added to above 50, the discrimination rate will be keep zero stably. In another words, the model classification information does not cut down after reducing 9 indexes.

Table 5 Classification results through 9 indexes based on Adaboost algorithm
	Origin rate
	10 iterations
	50 iterations
	100 iterations
	500iterations
	1000 iterations

	AAA
	AAA
	AAA
	AAA
	AAA
	AAA

	AAA
	AAA
	AAA
	AAA
	AAA
	AAA

	AA
	AA
	AA
	AA
	AA
	AA

	AA
	AA
	AA
	AA
	AA
	AA

	AA+
	AA+
	AA+
	AA+
	AA+
	AA+

	AAA
	AAA
	AAA
	AAA
	AAA
	AAA

	AA
	AA
	AA
	AA
	AA
	AA

	AA+
	AA+
	AA+
	AA+
	AA+
	AA+

	AA-
	AA-
	AA-
	AA-
	AA-
	AA-

	AA
	AA
	AA
	AA
	AA
	AA

	AA
	AA
	AA
	AA
	AA
	AA

	AAA
	AAA
	AAA
	AAA
	AAA
	AAA

	AA+
	AA+
	AA+
	AA+
	AA+
	AA+

	AA+
	AA+
	AA+
	AA+
	AA+
	AA+

	AA
	AA
	AA
	AA
	AA
	AA

	AA
	AA
	AA
	AA
	AA
	AA

	AA
	AA
	AA
	AA
	AA
	AA

	AA+
	AA+
	AA+
	AA+
	AA+
	AA+

	AA
	AA
	AA
	AA
	AA
	AA

	AA
	AA
	AA
	AA
	AA
	AA

	AA
	AA
	AA
	AA
	AA
	AA

	AA+
	AA+
	AA+
	AA+
	AA+
	AA+

	AA
	AA
	AA
	AA
	AA
	AA

	AA-
	AA-
	AA-
	AA-
	AA-
	AA-

	AA
	AA
	AA
	AA
	AA
	AA

	AA
	AA
	AA
	AA
	AA
	AA

	AAA
	AAA
	AAA
	AAA
	AAA
	AAA

	AAA
	AAA
	AAA
	AAA
	AAA
	AAA

	AAA
	AAA
	AAA
	AAA
	AAA
	AAA

	AA
	AA
	AA
	AA
	AA
	AA

	AA
	AA
	AA
	AA
	AA
	AA

	AAA
	AAA
	AAA
	AAA
	AAA
	AAA

	AAA
	AAA
	AAA
	AAA
	AAA
	AAA

	AA-
	AA**
	AA-
	AA-
	AA-
	AA-

	AA
	AA
	AA
	AA
	AA
	AA

	AA
	AA
	AA
	AA
	AA
	AA

	AAA
	AAA
	AAA
	AAA
	AAA
	AAA

	AA+
	AA+
	AA+
	AA+
	AA+
	AA+

	AA
	AA
	AA
	AA
	AA
	AA


Note: double star shows misclassification

Ⅳ.Conclusion and prospect
We use Adaboost algorithm to do some feature selection and rates testing in the process of credit rating in iron and steel sector, and we treat it as a kind of Wrapper. To the importance outputs through Adaboost algorithm, we use it to reduce indexes from 18 to 9. Meanwhile, correction rate of credit rating does not cut down (see Table 2, Table 5). From running outputs, the classifications are better by using Adaboost algorithm, and its discrimination rate is still 2.56% under 10 iterations after reducing 9 indexes. If iterations added, the discrimination rate would be zero. However, there are two problems below:
Firstly, we find the running results of Adaboost algorithm in R software will be different in different computers, and its reason maybe related to computers’ bit (operating system or hardware has divided into 32 bit or 64 bit). The bigger bit would produce higher classification correction rate.
Secondly, we could get different index set at the same classification corrections, and give birth to great challenge about explanatory power of model as bad as Wrapper.

However, it is showed that the importance Adaboost algorithm produced can reselect indexes effectively through empirical analysis of credit rating in iron and steel sector. Under the same accuracy, it provides a new approach to select and reduce index, and can also extend more fields. 
In this paper, the innovation includes two aspects: one is firstly apply Adaboost algorithm into credit rating fields, the other is that the importance produced by Adaboost algorithm is used creatively to reselect indexes, providing a kind of strategy reference combined quantitative with qualitative method about feature selection.
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� Elasticity coefficient of income price equals to gradient of operating income to gradient of iron general price; Elasticity coefficient of cost price equals to gradient of operating cost to gradient of iron ore mean price imported.


� Coefficient of variation equals to sample standard deviation to sample mean, which reflects influence to model, if CV is greater and more influence of indexes to model; To single index, the stability of different indexes by years will more volatilities with more CV, should be cancelled.
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